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ABSTRACT - In today’s scientific changes incident 
and rapid growth in financial, commercial, Internet-
based applications, there is a huge demand for finding 
out the devices with low latency, power and area along 
with there is an growing need to allow computers to 
operate on both binary and decimal floating-point 
numbers. Accordingly, stipulation for decimal 
floating-point support is being added to the IEEE-754 
Standard for Floating-Point Arithmetic. In this 
research work, we present the design and 
implementation of a decimal floating-point adder that 
is acquiescent with the current draft revision of this 
standard. The adder supports operations on 64-bit 
(16-digit) decimal floating-point operands [1] .We 
provide synthesis results indicating the estimated area 
and delay for our design when it is pipelined to 
various depths. 
 

Keywords - Mantissa, Exponent, Sign bit, Operands, 
Latency, Underflow, and Overflow. 

I. INTRODUCTION 
Various high level or gate level programming 

languages have a potential for specifying floating -point 
numbers. The most frequent technique is to stipulate 
them by a real declaration statement as conflicting to 
fixed -point numbers, which are specified by an integer 
declaration statement. Any computer that has a 
compiler for handling floating point arithmetic 
operations, the operations are quite often included in 
the internal hardware. If no hardware resources 
available for that particular operation, the compiler 
must be designed with a package of floating point 
software subroutines (logic code which may be of a few 
line or thousands of lines, require repetitively).the 
hardware resource utilization method is more 
expensive, but it is so much more efficient than the 
software resource utilization method .the floating point 
hardware is incorporated approximately in all computer 
system and omitted only in very small ones [4]. 
Example of floating point hardware devices are Intel 
8231, LPC3180 (it is an ARM9-based microcontroller 
for embedded applications requiring 

High performance combined with low power 
dissipation.) and AMD’s AM9512 floating point 
processor. This type of processor unit provides add, 
subtract, multiply, and divide operation for 32-bit and 

64-bit operands. It can easily interface to enhance the 
computational capabilities of the host CPU because of 
this no need to change existing system resources, they 
have great adaptability. 

 The design performs addition and subtraction on 
64-bit operands and can be pipelined to achieve 
substantial improvements in its critical delay path [5]. It 
can also be extended to support operations on 32-bit 
and 128-bit decimal floating-point numbers. Related 
work on decimal arithmetic includes designs for fixed-
point decimal adders [6-7] and floating-point decimal 
processors [8-9]. Formats are specified for decimal 
floating-point numbers having widths of 32, 64, and 
128 bits, which correspond to significant of 7, 16, and 
34 decimal digits, respectively [5].  

 

Figure 1.1 

II. METHODOLOGY 
The register is the important term for these type of 

operation and their excecution,it is the group of flip 
flops where each one have storing potential of one bit at 
a time. For a particular logic of work the configuration 
of register is different .the register configuration for 
floating point operations is approximately similar to the 
arrengement for fixed point operations. They both 
excecute mantissa operation simillar way but the 
difference takes place in operations related to exponents 
,the same ragisters and adder used for fixed point  
arithmetic are usd for processing the mantissas. The 
registere association for floating point operation as 
given in figure.it contains three different field: First for 
sign bit ,Second for mantissa in uppercase letter and 
Last one for exponent in lowercase letter.  

 The term A of AC represent  mantissa,whose sign 
is given by  As  and a magnitude that is in A.as we have 
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taken exponent is in the part of the register denoted by 
the lowercase letter symbol a..most significant bit of A 
,labeled by A1.bit in this position should be 1 for 
normalized. 

Similarly role,register BR is association into B1  ,Bs   
and b , and  QR  into Q1  ,Qs  and q. a parralel adder 
perform the operation based on the value of the two  
mantissas and  trasfers the resultant into A and the carry 
into E. A  saprete paralle adder is used for the 
exponents. 

Since the exponents are  biased ,they do not have a 
distinct sign bit but are represented as a predisposed 
positive magnitude .it is  understood that the floating 
point numbers are  so large that the chance of an 
exponent overflow is very  less, and for this reason the 
exponent overflow deserted . the exponents are also 
linked to a magnitude comparator that provide three 
binary outputs to designate their  relative magnitude. 

 The  numeral is in mantissa will be consider  as a 
fraction, so the binary point is assumed to exist in to the 
left of the magnitude part.  

The records in the registers are understood to be 
primarily normalized but after each arithmetic 
operation,the result will have to  normalized. So the 
process of normalization require repeatetively after 
each and every operation.Thus all floating point 
operands coming from and going to the memory unit 
are always normalized [4]. 

 

 
Figure 1.2 1 

Addition operation 
This operation is an addition of the two floating 

point operands data values (they are binary for 
machine). Two double-precision floating point inputs 
are added. Before the addition the exponent part of both 
the input will have to be equal in magnitude, then it is 
eligible for addition operation which takes place mainly 
between the mantissa parts of the floating point number 
is added to each other .After implementing this logic by 
the executing the instruction, result will be in the form 
of three parts. Sign, mantissa and exponent. The result 
here is shown in the sign, sum and exponent The 
operand A is in decimal value is 2.2700000000e-001 
and the operand B in the decimal value is 

3.4000000000e+001. The addition of two double-
precision floating point number is 
3.422700000000000e+001. This shows the resultant in 
the sign, sum, and exponent. 

Subtraction operation 
These two operations addition and subtraction are 

quiet same. Both the operations are very useful in the 
complex systems where complex addition and 
subtraction are being done.  After executing the 
instruction, the result is generated in three different 
parts like sign, exponent, and mantissa.  

The result here is shown in the sign, diff and 
exponent. The decimal value of the operand A is 
4.6500000000e+002, and the operand B is 
6.5000000000e+001. The subtraction of these two 
numbers will result in a floating point number. The 
number in the decimal format is 
4.000000000000000e+002. The resultant output can be 
shown in the fig. is sign, diff, and exponent. 

RTL View of Simulation: 

 

Figure 1.3 

      

 

Figure 1.4 
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Figure 1.5 

 

Figure 1.6 

Figure 1.7 

 

 Figure 1.8 

Waveform Generation For Addition-Subtraction 
 

 

Figure 1.9 

 

 

Figure 1.10 
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Figure 1.11 

Subtraction     

III. CONCLUSION 
A floating-point arithmetic module with an 

optimized area and speed is presented. The effect of 
normalization on the area and speed has been examined 
experimentally. The design has been mapped on tools 
like Xilinx, Altera and optimized on tools like 
Microwind, Cadence. The presented Double -precision 
floating-point  adder, and subtractor modules run at 
slightly faster clock speed with used area less than that 
used previously. . The proposed design has 11.2 ns 
delay; number of slice LUT used 936, number of 
bonded IOBs 187., Minimum Period 10.567 ns 
,Maximum Frequency  168.236 MHz  ,Minimum Input 
Arrival Time before Clock 11.097 ns,Maximum Output 
Required Time after Clock 12.536ns, Gate Delay 
(Logic) 3.937ns ,Net Delay (Route) 5.266 ns. 
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